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What is this?
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Does this image 
represent 
a TYPICAL 
[croissant] ?
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Does this image 
represent 
a TYPICAL  
[toggle button]?
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55
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A Typical muffin?

A Typical chihuahua?
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Notions of typicality and atypicality … are distinguishable 
by “the strength of association between observable 
properties and concepts.”

Eric Margolis and Stephen Laurence. 2007. The ontology of concepts-abstract, objects, or mental representations? Noûs 41, 4 (2007), 561–593.
Bing Ran and P Robert Duimering. 2010. Conceptual combination: Models, theories and controversies. International Journal of Cognitive Linguistics.
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Identifying & Characterizing Errors is Critical
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Costly errors. At what cost?
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Human vs. Machine Understanding

一 Humans perceive the world discreetly 
(object-level), but computer models 
see the world in a relatively 
continuous form (pixel-level).

一 Humans make predictions more 
semantically (mental models); 
computer models are trained to predict 
statistically.

一 Humans reason about real-world 
entities using their corresponding 
context, but computer models often 
ignore contextual cues.

Actual: living room
Predicted: living room

Actual: living room
Predicted: living room

Actual: outdoor
Predicted: living room

Actual: airport
Predicted: living room
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Unknown–Unknowns
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一 Over-confident errors

一 Caused by systematic biases 
in the training data

一 Hard to discover as ML 
systems do not provide 
enough information 

(Lakkaraju et al. 2017)



Unknown–Unknowns
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一 Over-confident errors

一 Caused by systematic biases in the 
training data

一 Hard to discover as ML systems do 
not provide enough information

一 Reside in specific partitions of the 
feature space (blind-spots) and are 
not distributed evenly across all the 
feature space

(Z. Liu et al. 2020)



Known–Unknowns in LLMs
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一 Do LLMs know what they know? And 
more importantly,are they aware of 
what they do not know? 

一 This is an important question to 
understand the certainty of their 
statements or prevent such language 
models from making up facts.

(Amayuelas et al. 2023, Knowledge of Knowledge: Exploring 
Known-Unknowns Uncertainty with Large Language Models)

Human input is essential in the evaluation of known-unknowns and the discovery 
of “unknown-unknowns.”



Need of the hour → proactively discover 
and characterize unknown-unknowns to build 

reliable image recognition systems.

Perspective: Leveraging Human Understanding 
for Identifying and Characterizing Image Atypicality.

 

  Sharifi et al., ACM IUI 2023
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Need for 
human input!
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What Should You Know? A Human-In-the-Loop Approach to Unknown Unknowns Characterization in Image Recognition. Sharifi, S., Q iu, S., 
Gadiraju, U., Yang, J., & Bozzon, A. In Proceedings of the ACM Web Conference (WWW 2022).
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What Should You Know? A Human-In-the-Loop Approach to Unknown Unknowns Characterization in Image Recognition. Sharifi, S., Q iu, S., 
Gadiraju, U., Yang, J., & Bozzon, A. In Proceedings of the ACM Web Conference (WWW 2022).



17



Annotations with “PERSPECTIVE”
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Architecture of “PERSPECTIVE”
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Check out the paper 
for MORE interesting 
details and analyses



Key takeaways 
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Annotations with 
Perspective led to 
identification of most 
atypical images

Importance of context 
expansion during 
labelling workflows

Response and data 
sampling biases need 
to be addressed

No place for mistakes 
when the stakes are 
high — responsible 
and trustworthy AI



The Analogous 
Challenges with 
LLMs … 
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Biases in the Age of LLMs
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Biases in the Age of LLMs
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一 Instruction-tuned LLMs have been 
shown to be effective in generating 
high-quality natural language 
responses

一 Open RQ  →  inherent biases 
in trained models and the 
generated responses

• E.g., dataset for fine-tuning 
is predominantly composed 
of a specific political bias, 
we can expect the generated 
answers to share such bias



How can we elicit human
input (tacit knowledge)

to manage biases in LLMS 
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The indispensable role
of human input
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Commonsense knowledge → 
building neuro-symbolic AI systems, 
debugging deep learning models

Existing knowledge acquisition methods 
are limited

Broad tacit and negative knowledge, 
and discriminative knowledge → 
Our solutionE a GWAP, FindItOut

Eliciting Diverse Knowledge from Humans 
Using A Game-with-a-purpose



Eliciting Diverse Knowledge Using A Configurable Game
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Best Demo & Poster Award at AAAI HCOMP 2021
Best Paper Award Nomination at the ACM Web Conference 2022

Play → https://finditout.vercel.app/



Eliciting Diverse Knowledge Using A Configurable Game
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Play → https://finditout.vercel.app/



Eliciting Diverse Knowledge Using A Configurable Game
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Play → https://finditout.vercel.app/



Eliciting Diverse Knowledge Using A Configurable Game
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Play → https://finditout.vercel.app/
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s

Collecting “tacit knowledge” for downstream AI tasks
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Empirical Results:
 125 players played 2430 rounds  → 150k knowledge tuples

 Efficiency of game is 10x higher than a reference baseline 

Verbosity
 Usefulness validated in two downstream AI tasks
一 Commonsense Question-Answering
一 Identification of Discriminative Attributes

 Enjoyable game experience (player experience inventory)

Collecting “tacit knowledge” for downstream AI tasks



Re-Enter → The Analogous Challenges with LLMs 

Use annotation tools and workflows like 
“Perspective” to  identify and characterize biases →
 

Explore how such biases are represented in LLMs

Elicit diverse human input to create bias-aware 
instruction tuning datasets →
 

Mitigate and manage biases in fine-tuned LLMs
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Human input and oversight 
are essential to overcome 
fundamental challenges 
in facilitating bias-aware 
interactions with LLMs.
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